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Abstract 
 

The Self-Organizing M ap (SOM ) has shown to be a stable neural network model for high- dimensional data 
analysis. However, its applicability is limited by the fact that some knowledge about the data is required to define the 
size of the network. In this paper the Growing Hierar chical SOM (GHSOM ) is proposed. This dynamically growing 
architecture evolves into a hierarchical structure of self–organizing maps according to the characteristics of input data. 
Furthermore, each map is expanded until it represents the corresponding subset of the data at specific level. We 
demonstrate the benefits of this novel model using a real world example from the document -clustering domain. 
Comparison between both models (SOM & GHSOM ) was held to explain the difference and investigate the benefits of 
using GHSOM . 
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1. Introduction 
 

The Self-Organizing Map (SOM) [1] is an artificial neural network model that is well suited for mapping 

high-dimensional data into a 2-d imensional representation space. The training process is based on weight vector 
adaptation with respect to the input vectors. The SOM has shown to be a highly effect ive tool for data v isualization 

in a broad spectrum of application domains [2] . Especially the utilization of the SOM for info rmat ion retrieval 

purposes in large free-form document collections has gained wide interest in the last few years [3, 4, 5]. The general 
idea is to display the contents of a document library by representing similar documents in similar regions of the map. 

One of the d isadvantages of the SOM in such an application area is its fixed size in terms of the number of units and 

their particu lar arrangement, which has to be defined prior to the start of the training process. Without knowledge of 
the type and the organization of the documents it is difficult to get satisfying results without multip le train ing runs 

using different parameter settings, which obviously is ext remely t ime consuming given the high -d imensional data 
representation. Recently a number of neural network models inspired by the training process of the SOM and having 

adaptive architectures were proposed [6]. The model being closest to the SOM is the so -called Gro wing Grid [7], 

where a SOM-like neural network grows dynamically during training. The basic idea is to add rows or columns to 
the SOM in those areas where the input vectors are not yet represented sufficiently. More precisely, units are added 

to those regions of the map where large deviat ions between the input vectors and the weight vector of the unit 

representing these input data are observed. However, this method will p roduce very large maps, which are d ifficu lt 
to survey and therefore are not that suitable for large document collect ions. Another possibility is to use a 

hierarchical structure of independent SOMs [8], where for every unit of a map a SOM is added to the next layer. 
This means that on the first layer of the Hierarchical Feature Map (HFM) we obtain a rather rough representation of 

the input space but with descending the hierarchy the granularity increases. We believe that such an approach is 

especially well suited for the representation of the contents of a document collect ion. The reason is that document 
collections are inherently structured hierarch ically with respect to different s ubject matters. This is essentially the 

way how conventional libraries are organized for centuries. However, like with the original SOM , the HFM uses a 

fixed arch itecture with a specified depth of the h ierarchy and predefined size of the various SOMs on each layer. 
Again, we need profound knowledge of the data in order to define a suitable architecture. In o rder to co mbine the 

benefits of the neural network models described above we introduce a Growing Hierarchical SOM (GHSOM). This 

model consists of a hierarchical architecture where each layer is composed of independent SOMs that adjust their 
size accord ing to the requirements of the input data. The remainder of the paper is organized as fo llo ws. In section 

2 we describe the architecture and the training process of the GHSOM. The used data set and preprocessing steps are 
demonstrated in section 3. The results of experiments 
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